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Abstract:  Traditional networks are very complex and arduous to manage. It uses fixed and dedicated infrastructure devices such 

as routers and switches to control network traffic and  are also vertically integrated i.e. there is a strong coupling between control 

and data planes. The functionality of the traditional network mostly implemented on dedicated infrastructure devices so deploying 

new services and protocols is a challenging tasks because all the switches need to be updated or replaced manually. The main idea 

behind Software Defined Networks (SDN) is to separate the control plane from the data plane and move it to a centralized server 

known as controller. In this paper, an introduction to Software Defined Networking is presented. In SDN (Software Defined 

Networking), the whole intelligence lies in the controller that programmatically control the underlying hardware devices. This 

paper also covers the introduction of SDN, SDN Architecture, SDN Controller, Characteristics of various SDN controller and 

SDN controller service. 
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I. INTRODUCTION 

In the current scenario with the advancement of computer technology, there is a rapidly increase in the mobile devices and 

emerging technologies such as cloud computing and virtualization that caused changes of traffic pattern, arise the need of high 

network capacity and network scaling. To Support these needs network devices become very complicated. Various networking 

devices such as switches, routers and intermediate devices are present in the traditional network in which application specific 

integrated circuits are installed to perform dedicated operations [1].There is a strong coupling between control plane and data 

plane in the conventional networking, so data controlling and forwarding policies are provided in the same layer. Therefore, in the 

traditional networking, deploying new services and protocols is a challenging tasks because all the switches need to be updated or 

replaced manually [2]. 

A few other short comings of traditional networks are flexibility, manageability and extensibility. To overcome such limitation 

the concept of Software Defined Networking has been proposed [3].  

The main objective of SDN (Software Defined Networking) is to separate the control plane from the data plane and move it to 

centralized server named controller. In SDN, the whole intelligence lies in the controller that programmatically control the 

underlying hardware devices. SDN environment allow network administrator to manage and control the networking infrastructure 

automatically [4]. SDN has emerged as a mean to improve programmability with in the network to support the dynamic nature of 

future network functions [5]. This research has conducted a survey on Software Defined Networking. 

 

1.1 SDN Architecture 

SDN architecture consist of three layer: 

 Infrastructure Layer 

 Control Layer 

 Application Layer 
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Figure 1.1 SDN Architecture [30] 

 

 

1.1.1 Infrastructure Layer 

Infrastructure layer or forwarding layer is the bottom layer of the SDN architecture also known as data plane. This layer consist of 

various network devices like routers, switches, access point and the supporting physical hardware devices. 

 

1.1.2 Control Layer 

Control Layer or Control Plane is the middle layer of the SDN architecture which contains software based SDN controller that 

provide control functionality in order to supervise the network forwarding behavior. The SDN controller communicate with the 

rest of two layer (i.e. Infrastructure Layer or Application Layer) using Southbound Interface (controller and infrastructure layer) 

and Northbound Interface (controller and application layer) 

The SDN controller maintains the global network view and update the table of switch using southbound API. OFP (Open Flow 

Protocol) is used for communication between controller and infrastructure layer device using secure connection such as the TLS 

or SSL connection. 

 

1.1.3 Application Layer 

Application layer in SDN architecture contain one or more applications and services running on the network. Application layer 

interact with controller using Northbound API and convey their network requirement and desired network behavior to the SDN 

controller. Northbound interface facilitate the communication among the high level component. The application communicate 

with controller and told them what resource the application need and their current destination. Traditional network use load 

balance or firewall to control the data plane behavior but SDN applications communicate with the controller through its 

northbound interface [2, 6, 7].  

 

1.2 SDN Controller  

SDN separates control plane from the data plane and the intelligence of the entire network is moved to the controller, all 

computations are done there and additional features or applications can be added as needed by network. The SDN controller 

manages flow control for efficient network management. It typically runs on a server and use protocol i.e. some set of procedure 

or rule to tell switches where to send the upcoming packets. 

Software defined network use two types of controllers. 

 Centralized Controller 

 Distributed Controller 
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.  

Figure 2 Types of Controller 

 

 

1.2.1 Centralized Controller 

Centralized controller implement all control plane logic at a single location. In centralized controller only a single server required 

for all the activities of control plane. It provide a single point of control so the management of this type of controller is easier as 

compared to the distributed controller [8]. This types of controller suffer from two principal issues: 

 Scalability Issue: Centralized controller suffers from scalability issue because every server has limited capacity to deals 

with infrastructure layer devices. In Software Defined Networking, scalability means the capacity of the SDN controller 

to handle large amount of forwarding path requests from switches. SDN controller has limited number of resource when 

handling a large amount of requests. 

 

 Robustness Issue: In centralized controller only a single server required for all the activities of control plane. A single 

SDN controller has a major problem of single point of failure. When a SDN controller fails, switches will not be able to 

send new packets, and the entire network will break down. 

 

1.2.2 Distributed Controller 

Distributed SDN controller take over both the issues that are exists in the centralized SDN controller. In SDN, distributed 

controller means multiple controllers that can share the load in the network equally. If one controller is failed it can take over 

another controller. In comparison to centralized controllers, distributed controllers have advantages in case of scalability and high 

performance during increase demand of requests [9]. 

 

Table 1: Characteristics of Different SDN Controller’s 

Sr. 

No 

Controller  Developed by Architecture Language Open 

Flow 

Version 

Platform 

Support 

Description 

1 NOX Nicira Centralized C++ OF 1.0 Most 

supported 

on Linux 

Provides fast and 

asynchronous IO. NOX-

MT has a multi-threaded 

architecture and it use 

low level input output 

programming [10][11]. 

2 Beacon Stanford 

University 

Centralized Java OF 1.0 Linux, 

Windows  

and MacOS 

 

Stable and cross 

platform that support 

both event-based and 

threaded operation. It is 

dynamic in nature and 

support rapid 

development [12]. 

3 Maestro RICE & NSF Centralized Java OF 1.0 Linux, 

Windows  

and MacOS 

 

Multi-threaded controller 

which use task batching 

[13]. 

4 Meridian IBM T. J. Centralized Java OF1.0, OF Cloud- Supports a service-level 

http://www.jetir.org/


© 2021 JETIR September 2021, Volume 8, Issue 9                                                  www.jetir.org (ISSN-2349-5162) 

  

JETIR2109334 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org d328 
 

Watson 

Research 

Center 

1.3 based model for application 

networking in clouds 

[14]. 

5 Rosemary Atto Research, 

KAIST, 

CSLSRI 

International 

Centralized C OF1.0, 

OF1.3 

&  XMPP 

Linux A Robust, Secure, and 

High-Performance 

Network Operating 

System [15]. 

6 OpenDayLig

ht 

Linux 

Foundation 

With 

Memberships 

Covering Over 

40 Companies, 

Such As 

Cisco, 

IBM, NEC 

Centralized Java OF1.0, 

OF1.3 

Linux, 

Windows  

and MacOS 

 

Modular, pluggable, and 

flexible controller 

platform, supporting 

multiple southbound 

protocols [16] 

7 ONOS 

(Open 

Network 

Operating 

System) 

At&T, 

Ciena, Cisco, 

Ericsson, 

Fujitsu, 

Huawei, Intel, 

Ntt 

Communicatio

n 

Distributed Java OF1.0, 

OF1.3 

Linux, 

MacOS, 

Windows 

Supports both 

configuration and real-

time control of the 

network, eliminating the 

need to run routing and 

switching control 

protocols inside the 

network fabric [17]. 

8 RunOS Applied 

Research 

Center for 

Computer 

Networks 

(ARCCN), 

RUSSIA 

Distributed C++ OF 1.3 Linux Modular, high 

performance and 

scalability with the use 

of multithreading. Used 

as monitoring tool 

(control traffic statistics 

and port statistics) [18]. 

9 Onix Nicira , NTT 

& Google 

Distributed C++ OF 1.0, 

OVSDB 

- Distributed control 

platform for large scale 

production network that 

deals with reliability and 

scalability  

Problem [19]. 

10 HyperFlow University of 

Toronto 

Distributed C++ OF 1.0 - Distributed event-based 

control plane for 

OpenFlow.it provides 

scalability and decrease 

response time. 

11 SMaRtLight University of 

Lisbon 

Distributed Java OF 1.3 Linux Address the fault 

tolerance issue in the 

network. 

12 PANE Brown 

University 

Distributed Haskell OF 1.0 MacOS, 

Linux 

API for SDN Control, 

Security [8]. 

 

 

1.3 SDN Controller Services 

SDN controller is used to control, manage or update the flow of data for improved network management and application 

performance. SDN separates the control plane from the data plane and the intelligence of the whole network is transfer to the 

controller. 

 

Some of the basic services provided by SDN controllers are: 

 Link discovery: Link discovery means collecting the information of physical link. In SDN, there are two types of link 

discovery. The first one is the link discovery between switches and the second one is the link discovery between switch 

and end host. On the basis of these information neighbor database is prepared at the controller level. 
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 Topology Manager: Topology manager manage the database at the controller level and compute the shortest path 

between any node and host [20]. 

 Flow Programmer: For selecting the proper valid rules flow Rule manager will communicate with the southbound and 

then load the rules into the switches which avoid clash of rules. 

 Host Tracker: Host tracker is used for storing the information of end host in the network, which help to find the end 

node by their physical address [21]. 

 

 II. Related Works 

This section focuses on highlighting the related work in the field of Software Defined Network (SDN). 

Nunes BA et al. (2014) did a survey on software-defined network and provide an overview of programmable network. In this 

paper SDN architecture and OpenFlow standard are described in details [22]. Cabaj K et al. (2014) proposed DFSA system after 

analyzing the features of software defined networking in the context of security application. The proposed system can be used 

efficiently for the detection of various network attacks that are observed nowadays in IP networks [23]. Blial O et al. (2016) 

discussed a comprehensive overview of SDN multicontroller architecture and also discuss OpenFlow. In this research paper the 

difference between various types of multicontroller architectures are explained on the basis of distribution method and the 

communication [24]. Rastogi A et al. (2016) did a comparative analysis of software defined network controllers POX and RYU 

in terms of traffic handling capabilities. The experimental results shows that in case of layer 1 switching, POX has efficient traffic 

handling capabilities and efficient performance. But, in case of layer 2 switching, RYU has efficient performance as compared to 

POX. For testing purposes Mininet emulator and Distributed-Internet Traffic Generator traffic generator are used [25].  

Ominike Akpovi A et al. (2016) did a study on Software Defined Network (SDN), its architecture and how it is different from 

traditional networking. OpenFlow and Mininet simulation tools are also discussed in this paper [26]. Singh S et al. (2017) did a 

survey on Software Defined Network architecture and discussed historical evolution of SDN, functional architecture of the SDN 

and its related technologies. An architecture on software defined heterogeneous network are also purposed, pointing towards new 

network technology, that will facilitate in handling of large amount of internet traffic and helps infrastructure and service 

providers to customize their resources dynamically[27]. Zhang Y et al. (2018) did a survey on SDN controllers and also 

discussed their benefits or challenges after giving an overview of SDN and OpenFlow [28]. Lee S et al. (2019) compares 

Software Defined Networking simulators for tactical network. In this paper OPNET and Mininet SDN simulator are compared on 

the basis of end-to-end delay, jitter, and RTT between controllers and switches. The experimental results shows that the Mininet 

environment cannot apply the network load, so it is the best and efficient choice to use OPNET for simulation of the real world 

environment [29]. 

 

III. Conclusion and Future Scope 

 In this paper, we provided an overview of software defined networks and also describe the various SDN controller used 

in the network. SDN is based on the idea of separating the control plane from the data plane and centralizing the overall 

intelligence of the network in a single controller that manages the entire network. However, throughout the years, it is realize that 

the future of Software Defined Networking relies on distributed controller, because centralized controller suffers from scalability 

and robustness issues. 
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